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ABSTRACT

A problem to solve in generative grammar is to account for why children are able to note when a sentence or expression is ambiguous, even if they have not received explicit training for that. The theory of mental models can give an explanation in that way. That explanation is based upon the idea that people interpret linguistic messages by considering the semantics models corresponding to them, and it has been also proposed that the syntactic structures of those messages can be recovered by taken those very models into account. However, the point of this paper is that it tries to show that ambiguity at semantic level, that is, the cases in which models referring to different facts can be attributed to one sentence, does not necessarily lead to ambiguity at syntactic level. As it is argued, it is possible to capture models describing several opposite circumstances by means of only one logical form.
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RESUMO

Um problema para resolver na gramática gerativa é explicar por que os meninos são capazes de notar quando uma frase ou expressão é ambígua, mesmo que não tenham recebido ensino explícito para isso. A teoria dos modelos mentais pode dar uma explicação nesse sentido. Essa explicação é baseada na ideia de que as pessoas interpretam as mensagens linguísticas considerando os modelos...
Introduction

It has been raised that generative grammar has several problems to remove (HORNSTEIN, 1987) and proposed that the theory of mental models (e.g., QUELHAS, RASGA, & JOHNSON-LAIRD, 2019) can do that (LÓPEZ-ASTORGA, 2019a). However, this paper will be focused on only one of those problems: ambiguity. That problem refers to the fact that, although children are not explicitly taught to do that, they can often note whether an expression or sentence has a meaning that is not unique.

The explanations of the theory of mental models for those problems in general and the problem of ambiguity in particular are based upon a very important thesis of that theory: people process language by analyzing the semantic models or possibilities that can correspond to utterances (see also, e.g., KHEMLANI & JOHNSON-LAIRD, 2019). Nevertheless, another interesting point in this way is that it has been claimed as well that, from those models, it is possible to identify the real formal or logical structures of sentences or expressions (e.g. LÓPEZ-ASTORGA, 2019b). Actually, the proponents of the theory of mental models reject both the idea of detecting syntactic structures from semantic models and ways to do that akin to that commented on below (e.g. JOHNSON-LAIRD, 2010). Nonetheless, the main aim of this paper is to show that the ambiguity at semantic models level does not necessarily lead to alternative logical forms. Or, in other words, that the fact that the meaning of a sentence is ambiguous does not necessarily cause doubts regarding its deep syntactic structure. Thus, in general, what will be argued is that each sentence has a logical form, and that, if a particular sentence seems to have more than one formal structure, such structures should be, somehow, equivalent. So, if a sentence is ambiguous, it has to be possible to express that ambiguity by means of its logical form, without the need to assume the possibility of that sentence having two or more different syntactic structures.

And to achieve that goal, the first section will describe the manner the theory of mental models can account for ambiguity in the cases in which a sentence that does not appear to be univocal in natural language is processed. Then, the way logical forms can be obtained from semantic models will be explained. Lastly, the reasons why the ambiguity in sentences in natural language does not have an influence on their real logical forms, as well as the mode just one logical form can capture the same degree of ambiguity as its sentence in natural language, will be indicated.

The theory of mental models and ambiguity in natural language

As said, the theory of mental models can solve various problems in generative grammar. Those problems are related to the language learning process (HORNSTEIN, 1987). However, as also indicated, the focus here will be just on the difficulties linked to the fact that children can, without receiving specific instruction, identify when expressions are not clear.
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The account that can be given for that problem from the theory of mental models is relatively simple (see López-Astorga, 2019a, where is basically presented the explanation that will be described in this section). The theory proposes to assign iconic possibilities – called ‘models’ – to expressions in natural language (see also, e.g., Hinterrecker, Knauff, & Johnson-Laird, 2016; Johnson-Laird, 2012, 2015; Johnson-Laird, Khemlani, & Goodwin, 2015; Khemlani & Johnson-Laird, 2019; López-Astorga, 2019b; Quelhas, Rasga, & Johnson-Laird, 2017). Obviously, such models iconically stand for different situations in which an utterance can be true. This can be clear by means of an example:

(1) “Peter and John began to run and he fell to the ground” (López-Astorga, 2019a, p. 239).

A sentence such as this one can be deemed as ambiguous because it can be true in at least two different possibilities:

(1.a) “Peter and John began to run & Peter fell to the ground” (López-Astorga, 2019a, p. 239).
(1.b) “Peter and John began to run & John fell to the ground” (López-Astorga, 2019a, p. 239).

(1.a) and (1.b) are the models corresponding to (1). However, the point is that, according to this account, children are able to note that (1) does not have just one meaning because, although no teaching is given in this way, they have the ability to detect that its models are, at a minimum, (1.a) and (1.b).

Nonetheless, as mentioned, a method to discover logical forms for sentences from iconic possibilities of the theory of mental models such as (1.a) and (1.b) has been developed. In principle, one might think that, because (1) has two models – (1.a) and (1.b) – any method to recover its actual syntactic structure based upon its iconic possibilities should lead to at least two different logical forms that cannot be reduced to each other. But this is not necessarily the case. Its ambiguity can also be expressed by means of only one simple logical form. This is explained below. However, it is first shown the exact manner logical forms can be derived from possibilities such as those of the theory of mental models.

Relations between syntactic structures and semantic models

There are several works where the method to draw logical forms from semantic models akin to the ones proposed by the theory of mental models is presented. Nevertheless, this section will pay attention just to one particular example (which is analyzed, among other works, in López-Astorga, 2019b, the paper that will be essentially followed in this section). The example begins with this sentence:

(2) “…Eva read Don Quixote or a novel” (Khemlani, Byrne, & Johnson-Laird, 2018, p. 1899; italics in text; see also, e.g., López-Astorga, 2019b, p. 76).

Example (2) really refers to a sentence used in several papers about the theory of mental models (e.g., in López-Astorga, 2019b, it is cited the study by Orenes & Johnson-Laird, 2012). However, the most important point now is that two possibilities can be thought for it:

(2.a) Eva₁ read Don Quixote & she₁ read a novel
(2.b) Eva₁ did not read Don Quixote and she₁ read a novel

Possibilities (2.a) and (2.b) are akin to, for instance, models [I] and [II] in López-Astorga (2019b), and, of course, are also coherent with the models indicated for (2) in papers such as
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Khemlani et al. (2018). On the other hand, the use of the subindex ‘[i]’ in them fulfills the same function as in, for example, Hornstein (1995), that is, to point out that the words have exactly the same reference.

Nevertheless, perhaps what is relevant here is that, given that ‘or’ appears in (2), one might think that its logical form is the one of the logical disjunction. But, if its models are analyzed in order to find its real logical structure, that task can show that such idea is not correct.

Actually, what is made in works trying to derive logical forms from models (such as, e.g., that of LÓPEZ-ASTORGA, 2019b) is something that, as indicated, in a more or less explicit way, the theory of mental models does not accept (e.g., JOHNSON-LAIRD, 2010). This last theory considers logical form to be unnecessary to explain cognition (which is also reminded in papers such as the one of LÓPEZ-ASTORGA, 2019b). Nonetheless, the proposal trying to recover logical forms from iconic possibilities claims that models such as (2.a) and (2.b) can be deemed as cases in a fictitious truth table, which can reveal a formula that is true in precisely those two cases.

Thus (always following, as mentioned, basically the paper by LÓPEZ-ASTORGA, 2019b), if it is understood that (2.a) represents a case in which the two propositions are true (i.e., a case in which it is true both that Eva read Don Quixote and that she read a novel), that (2.b) represents a case in which only the second proposition is true (i.e., a case in which it is only true that Eva read a novel), and that the logical form that is looked for can be true only in those two exact situations, it is evident that possible options can be these ones:

\[(3) (p \lor \neg p) \rightarrow q\]
\[(4) q\]

Where ‘p’ stands for the fact that Eva read Don Quixote, ‘q’ refers to the fact that Eva read a novel, ‘\lor’ is the logical disjunction, ‘\neg’ means negation, and ‘\rightarrow’ represents the material conditional.

Formulae (3) and (4) are literally formulae [VI] and [VII] in López-Astorga (2019b). However, what is interesting for this paper is that, although both of them can be attributed at once to (2), that does not mean that this method is not precise, and that, actually, it is possible to think about more than one deep syntactic structure for each sentence. As it is well known, (3) and (4) are logically equivalent, and they are that because, as argued, they are true in exactly the same cases in the fictional truth table created for (2). Therefore, that (3) and (4) are two formulae, and not just one, is not a real problem, since they are linked to the same formal structure. And, of course, the same could be said with regard to any other formula that could also be true in only those particular cases.

The next section is focused on (1) from this very perspective. It is intended to show that, in spite of its ambiguity, only equivalent formulae can be assigned to it as well.

Ambiguity in natural language and logical form

Because of the ambiguity of (1), one might think that, in principle, at least two logical forms can be attributed to it:

\[(5) r \land s \land t\]
\[(6) r \land s \land u\]

Where ‘\land’ represents the logical conjunction, ‘r’ stands for the fact that Peter began to run, ‘s’ refers to the fact that John began to run, ‘t’ indicates the fact that Peter fell to the ground, and ‘u’ is the symbol corresponding to the fact that John fell to the ground.
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However, as pointed out in the specialized literature (e.g., although to reject these procedures and support a primacy of aspects such as semantics over syntax, JOHNSON-LAIRD, 2010), (5) and (6) can be easily transformed into one only syntactic structure:

\[(7) (r \land s \land t) \lor (r \land s \land u)\]

Clearly, (7) is already an only logical form that can be assigned to (1) and that is able to capture its ambiguity. So, as stated above, ambiguity in natural language and at semantic models level does not necessarily lead to ambiguity at logical forms level. Nevertheless, this idea can be even further strengthened. Following arguments presented in the literature (e.g., JOHNSON-LAIRD, 2010; however, again, the arguments are used in this last paper to be rejected and to argue that syntax is not necessary in cognition), it could be thought that, from (7), much simpler formulae such as (8) could be in turn inferred:

\[(8) (r \land s) \land (t \lor u)\]

Which can capture the ambiguity in (1) as well.

Actually, it is true that this kind of methods have been questioned (as said, e.g., in JOHNSON-LAIRD, 2010). But this usually happens in works about mainly reasoning or thinking. Thus, the chief idea is generally that, to explain human reasoning and thinking, it is enough to take models such as (1.a), (1.b), (2.a), and (2b) into account, logical form being superfluous. Nevertheless, such criticisms can be ignored here too, at a minimum, one clear reason. What is interesting for this paper is not just cognition, but also linguistics (this is also so in papers such as, e.g., LÓPEZ-ASTORGA, 2019a, 2019b, which allows ignoring those criticisms in them too). Accordingly, the main point to which should be paid attention in this section is simply that, as in the case of (2), (3), and (4), the fact that both (7) and (8) can be assigned to (1) does not imply ambiguity regarding the formal structure of this last sentence. In this way, it is not hard to note that the truth tables of (7) and (8) are equivalent too.

Furthermore, from (7) and (8), even well-formed formulae in first-order predicate calculus consistent with them can be built. Indeed, if this last type of logic is preferred, it is also possible to think about formulae such as these:

\[(9) (R_a \land R_b \land F_a) \lor (R_a \land R_b \land F_b)\]
\[(10) (R_a \land R_b) \land (F_a \lor F_b)\]

Where ‘R’ represents the action of beginning to run, ‘F’ refers to the action of falling to the ground, ‘a’ is Peter, and ‘b’ is John.

Obviously, (9) is directly related to (7), and (10) to (8). But what is important is that, given that (9) can be constructed from (7), and (10) from (8), and that (7) and (8) are, as indicated, equivalent, it can be said that all of these formulae are coherent with each other. Hence, the fact that all of them can be linked to (1) causes neither difficulties nor ambiguity.

Conclusions

There is no doubt that, as it has been shown (e.g., LÓPEZ-ASTORGA, 2019a), the theory of mental models is a framework with the necessary resources to account for many linguistic
problems, including the one addressed in this paper. Effectively, the theory has no any problems to deal with the situations in which children can identify sentences in natural language that are ambiguous, and that without acquiring explicit learning to do it.

On the other hand, it is also obvious that the iconic possibilities of the theory of mental models can be used to recover syntactic structures. This point has been made in several works as well (one of them, e.g., LÓPEZ-ASTORGA, 2019b).

Thus, it can be claimed that this paper clearly confirms those two points. From an account based on the theory of mental models that can be found in the literature (in particular, in LÓPEZ-ASTORGA, 2019a) trying to solve the problem related to (1), that is, the problem of how a child without explicit instruction for that can note its ambiguity, it shows how the models corresponding to a sentence allow coming to the deep formal structure of that very sentence.

But there is also a novelty here. The paper reveals that, while the ambiguous expressions in natural language should be linked to several iconic possibilities to capture that ambiguity, the syntactic structures to which it is possible to come from them can be completely exact and unequivocal. As also argued, that does not mean that the logical form cannot consider the ambiguity characterizing the expression in natural language. Despite their accuracy and uniqueness, logical forms can, at the same time, do that. In fact, that is clearly what can be said about (7), (8), (9), and (10).

Strictly speaking, these last formulae are different, which can lead skeptics to object that, at least somehow, ambiguity keeps existing at syntactic level. The argument could be that, although logical forms are not ambiguous, ultimately, there are various logical forms that can be related to (1), and not just one. However, it is also evident that, as stated, those four formulae are absolutely compatible. Either of them can be replaced, if that is interesting, necessary, or opportune, by either of the others. Hence, it can be claimed that they can be true in precisely the same circumstances. This in turn can lead one to think that they are fundamentally more complex or simpler versions, depending on the perspective assumed, of the same syntactic structure.
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